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(57) ABSTRACT

A synchronized timing system 1s disclosed for one or more
of a plurality of network interconnected computers. The
system utilizes a global satellite system and includes a
receiver device for detecting out-of-phase signals from a
plurality of satellite sources of the satellite system. A mecha-
nism 1s provided for processing and phase correlating these
signals to generate a single absolute time reference signal
therefrom. An interface device 1s disposed 1n each computer
for rece1ving the reference signal and adapting this signal as
the 1nternal master clock reference for the operating system
of the computer. Finally, a mechanism interconnects each
computer 1 the network of computers to synchronize the
internal master clocks of the computers to the absolute time
reference signal to create a plurality of network intercon-
nected time synchronized computers. These computers may
be additionally time synchronized and interconnected to
other networks of computers through a global communica-
fion system such as the global Internet.
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SYSTEM FOR SYNCHRONIZING MULTTPLE
COMPUTERS WITH A COMMON TIMING
REFERENCE

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to computer syn-
chronization systems and, more particularly, to time syn-
chronization systems for interacting computers. Specifically,
the present invention relates to an 1improved time synchro-
nization system for enhancing the speed and flow of data

fransmission between interacting computers over a network
and the Internet.

2. Description of the Prior Art

All computers function by toggling bits on and off accord-
ing to the pulse of a master clock that cycles the CPU
through steps of a program. The CPU controls all of the
various functions of the computer. The faster the master
clock, the faster the computer 1s able to perform calcula-
tions. Synchronization within the computer allows bits to be
organized into bytes, which are strings of binary numbers
that represent commands or data, and the bytes can be
transferred to different areas of the computer to perform
different functions. Modern computers measure clock speed
in MHz, or millions of cycles per second.

Bytes are transferred between computers using data trans-
fer mechanisms such as modems or other types of network
protocols. Speeds of typical modem access, which most
people use to interface with a network or the global Internet,
arc measured 1 KBS or thousands of bytes per second.
There are many applications 1n which it 1s either necessary
or desirable to distribute the acquisition or processing of
data over a number of computer-controlled stations or pro-
cessors. In order to maintain time synchronization between
the data and control streams of the computers or processors,
current systems generally depend on shared hardware for
their synchronization or wireless transmission of time infor-
mation from a common clock to each of the stations. In such
cases, uncertainty due to communications delay determines
the overall error 1n time resolution of the system.

In a system having multiple computers or stations, it 1s
desirable for each station or computer to have 1ts own clock
so that the computer’s CPU can continue operating even 1f
synchronization with a common clock 1s temporarily lost.
However, such clocks may operate at slightly different
frequencies, further compounding the time resolution/
synchronization problem.

Numerous arrangements have been proposed to address
the computer time synchronization problem. Master/slave
clock arrangements have been proposed including those
using satellites such as 1llustrated in the U.S. Pat. No.
4,882,739, In addition, time synchronization apparatus and
methods using the global positioning satellite (GPS) system
have also been proposed as mn U.S. Pat. Nos. 5,757,786 and
5,440,313, and m the AT&T Primary Reference Clock
(PRC) system. Also, the Network Time Protocol (NTP) is
used 1n the Internet to synchronize mdividual computers to
national standard time by providing a time stamp from
primary time servers and provides accuracy’s generally in
the range of a millisecond or two 1n Local-Area Networks
(LANs) and up to a few tens of milliseconds in global
Wide-Area Networks (WANSs). However, while global posi-
tioning satellite receivers have a timing resolution accurate
to 1 Ns, or one billionth of a second, the timing synchro-
nization between computers has still not been adequately
coordinated and controlled.
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In addition, massively parallel supercomputers requiring,
high-speed computer interaction have been and are continu-
ing to be developed. Beowulf parallel workstations include
numerous computers at one location, called pile of PCs, tied
together 1n a high-speed LAN system thereby achieving
supercomputing performance. Avalon, being developed at
the Los Alamos National Laboratory, 1s another supercom-
puting pile of PCs consisting of about 70 desktop computers
linked together 1n a LAN. Jin1 technology, being developed
by Sun Microsystems, represents a dynamic distributed
system wherein software development provides the ability to
establish communication, sharing and exchange of services
between any hardware or software on a network. “Param-
10,000 1s a new supercomputer being developed by India’s
Center for Development of Advanced Computing and is to
be the main node for a new supercomputer WAN called
Paramnet which will be accessible through the global Inter-
net. Finally, Microsoft 1s developing a software based seli-
tuning operating system for running applications across PCs,
termed “Millennium”. As a result of the above, 1t 1s clear that
there remains an increasing need for a timing synchroniza-
tion scheme which has exceptionally high resolution
adequate to provide even the fastest computers with a highly
accurate timing reference that can be utilized all the way
from the processor level to the global Internet level.

SUMMARY OF THE INVENTION

Accordingly, 1t 1s one object of the present invention to
provide a system for synchronizing the clock cycle of a
computer.

It 1s another object of the present mnvention to provide a
timing mechanism utilizing a global satellite system for
linking a plurality of computers in time synchronized man-
ner.

Yet another object of the present invention 1s to provide a
synchronized system for coordinating and synchronizing
data transfer between computers through a global commu-
nications network.

Still another object of the present invention 1s to provide
a synchronized timing system for coordinating and synchro-
nizing data transfer between subnetworks of functionally-
identified computers through a global communications net-
work.

A Turther object of the present invention 1s to provide a
massive parallel processing system using distributed inter-
acting computers synchronized through a global communi-
cations network utilizing a system for synchronizing the
clock cycle of each computer.

Yet another object of the present mvention 1s to provide a
neural network of distributed interacting computers syn-
chronized utilizing a common timing system.

A still further object of the present invention is to provide
a multi-dimensional networking protocol utilizing a syn-
chronized timing system.

To achieve the foregoing and other objects and 1n accor-
dance with the purpose of the present invention, as embod-
ied and broadly described herein, a synchronized timing
system 1s disclosed for one or more of a plurality of network
interconnected computers. The system utilizes a global
satellite system and includes a receiver device for detecting
out-of-phase signals from a plurality of satellite sources of
the satellite system. A mechanism 1s provided for processing
and phase correlating these signals to generate a single
absolute time reference signal therefrom. An interface
device 1s disposed 1n each computer for receiving the
reference signal and adapting this signal as the internal
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master clock reference for the operating system of the
computer. Finally, a mechanism imterconnects each com-
puter 1n the network of computers to synchronize the inter-
nal master clocks of the computers to the absolute time
reference signal to create a plurality of network intercon-
nected time synchronized computers. These computers may
be additionally time synchronized and interconnected to
other networks of computers through a global communica-
tion system such as the global Internet.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings which are incorporated in
and form a part of the specification illustrate preferred
embodiments of the present invention and, together with a
description, serve to explain the principles of the invention.
In the drawings:

FIG. 1 1s a schematic of an overview of the timing
synchronization system of the present invention;

FIG. 2 1s a schematic of the receiver portion of the timing
synchronization system of the present invention;

FIG. 3 1s a schematic of the satellite and receiver portion
of the timing synchronization system of the present inven-
tion;

FIG. 4 1s a schematic of the timing synchronization

system of the present invention as 1t 1s applied to a single
computer;

FIG. § 1s a schematic similar to that of FIG. 4 but
illustrating the single computer linked to a global commu-
nication network;

FIG. 6 1s a schematic of the timing synchronization
system of the present invention as it 1s applied to a plurality
of networked computers;

FIG. 7 1s a schematic of buffered data transmission
utilizing timing synchronization systems of the prior art;

FIG. 8 1s a schematic of synchronous parallel data trans-
mission utilizing the timing synchronization system of the
present mvention;

FIG. 9 1s a graphical illustration showing multi-
dimensional networking protocol utilized in one embodi-
ment of the present invention;

FIG. 10 1s another graphical illustration showing multi-
dimensional networking protocol utilized in one embodi-
ment of the present mnvention;

FIG. 11 1s a schematic 1llustrating a massive parallel
processing system having distributed interacting computers
synchronized through a global communications network
utilizing the synchronization system of the present inven-
tion;

FIG. 12 1s a schematic illustrating a neural network of
distributed interacting computers synchronized utilizing the
synchronized timing system of the present invention;

FIG. 13 1s a schematic similar to that of FIG. 12 but
illustrating a hierarchical neural network topology utilizing
the synchronized timing system of the present invention;

FIG. 14 1s a schematic 1llustrating an exponential neural
network topology synchronized through a global communi-
cations network and utilizing the synchronized timing sys-
tem of the present invention;

FIG. 15 1s a front perspective view of a single axis, two
dimensional multi-channel antennae assembly used with the
synchronized timing system of the present invention;

FIG. 16 1s a front view of a single axis, two dimensional,
multi-channel collapsible antennae assembly, 1n 1ts open
position, useful with the synchronized timing system of the
present mvention;
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FIG. 17 1s a front view of the antennac assembly 1llus-
trated in FIG. 16 but 1n its collapsed position;

FIG. 18 1s a side perspective view of a dual axis, two
dimensional, multi-channel retractable antennae assembly,
in 1ts open position, useful with the synchronized timing
system of the present invention;

FIG. 19 1s a side perspective view of a dual axis, two
dimensional, multi-channel retractable antennae assembly,
1n its open position, similar to that illustrated 1n FIG. 18 but
including a powered antennae retraction mechanism;

FIG. 20 1s a side perspective view of the antennae
assembly 1llustrated in FIG. 19 but in 1ts fully retracted
position,

FIG. 21 1s a side perspective view of a gimbal mounted,
auto-stabilizing, multi-axis and multi-channel antennae
assembly useful with the synchronized timing system of the
present 1nvention;

FIG. 22 1s a s1de perspective view of another embodiment
of a gimbal mounted, auto-stabilizing, multi-axis and multi-
channel antennae assembly useful with the synchronized
fiming system of the present invention; and

FIG. 23 1s a side perspective view of yet another embodi-
ment of a gimbal mounted, auto-stabilizing, multi-axis and
multi-channel antennae assembly useful with the synchro-
nized timing system of the present invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

All functions of a computer are controlled by a Central
Processing Unit or CPU which 1n turn 1s cycled by a master
clock. The faster the master clock, the faster the computer is
able to perform calculations. Moreover, data transmission 1s
unidirectional both within a computer for 1ts own calcula-
tions as well as intercomputer communication. In other
words, information can only travel 1n one direction at a time.
Thus, the faster and more accurate a master clock, the faster
and more accurately information 1s communicated within a
computer and between computers. When computers interact
or “talk to each other” either within a small (local) or large
(wide) area network or across the Internet, a computer must
send out a packet of information to the host machine
requesting data. The host machine then responds by trans-
mitting the requested information. When dealing with the
Internet, multiple trafhic jams typically occur along the path
as more than one computer attempts to contact any particular
host at any one time. Such traffic 1s policed by the various
servers 1n the system that store information packets in buifer
zones and release them 1n a rotating fashion much like traffic
lights store and release pools of automobiles. These “traffic
jams” are the primary source of bottlenecks in the Internet
accounting for its infamous and increasing slowness.

One suggested solution for the slowness of the Internet 1s
to 1ncrease the speed and volume flow of traffic by increas-
ing the bandwidth. However, the present invention recog-
nizes an alternate solution to this problem. The present
invention recognizes that if the master clocks of all the
interacting computers could be made to be extremely
accurate, 1.¢. down to a nanosecond, and if these extremely
accurate master clocks could be synchronized, the speed and
volume of information that could go through the Internet
within the existing bandwidth limitation could be increased
immensely. Thus, the present invention recognizes that a
solution to this problem necessitates a common timing
mechanism of exceptional accuracy.

Referring now to FIGS. 1 and 2, the overall synchroni-
zation system of the present invention 1s illustrated. It was
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recognized that an atomic clock has the accuracy necessary
to provide timing synchronization to the level of a nanosec-
ond. It was also recognized that the Global Positioning
System (GPS) was a ready source for access to atomic

clocks around the globe. U.S. Pat. No. 5,774,831, the
contents of which are specifically mcorporated herein by
reference, discloses of the use of GPS timing signals to
obtain accurate global positioning. However, to date no one
has suggested the use of such timing signals as a basis for
coordinating the CPU functioning of a computer as well as
to synchronize the master clocks of a plurality of interacting
computers.

In FIG. 1, a GPS satellite system 10 includes a plurality
of GPS satellite sources 12 which emit known radio signals
14 1 a repeated code pattern. While the GPS system 1s
utilized herein as a preferred embodiment, it should be
understood that any type of satellite system emitting repeti-
tive radio signal code, or 1n fact any type of atomic clock
source, may be utilized as an absolute time signal source in
the present invention as explained 1n greater detail below.
The signals 14 are preferably received by a multiple antenna
assembly 16 and are processed by a pre-processor 18 to
ogenerate a single absolute time reference signal 20. This
reference signal 20 1s then directed to an interface member
22 of a computer 24. This absolute time reference signal 20
1s then utilized within the computer 24 as a reference for the
CPU’s master clock as further described in greater detail
below. The absolute time reference signal 20 may be utilized
by the computer 24 to synchronize data transfer through a
modem or other data transfer member 26 to interconnected
computers at other locations 28 and 30, which in turn are
linked to the GPS satellite system 10 1n similar fashion. The
subscribers at the other locations 28 and 30 may include
intranet systems 1n a building that share a common antenna,
dense city environment where an antenna or a network of
antennas supply a common source for many unrelated users,
and additional single users.

Referring to FIGS. 1-3 and in preferred form, each
satellite 12 of the GPS satellite network 10 transmits a
reference signal 32 that 1s received by a multiple antenna
assembly 16. The outputs 34 of each antenna 16 are fed to
a pre-processor 18 which performs a comparison between
the antenna outputs 34, and the corrected signal 36 1is
subsequently sent to an amplifier 38 for transmission in the
form of the reference signal 20. In more detail, multiple
atomic clocks 40 aboard each GPS satellite 12 are averaged,
and a timing signal 32 1s broadcast into the earth’s atmo-
sphere. A multiple antenna assembly 16 containing multiple
multi-channel antennas 42 1s adapted to receive the broad-
cast GPS signals 32. Each multi-channel antenna 42 receives
a timing reference signal 32 from each of a plurality of the
GPS satellites 40. As described 1n greater detail below, the
antenna assembly 16 1s constructed so that the signals 32
from only two GPS satellites 12 are needed to be received
by each multi-channel antennae 42 to ultimately generate the
absolute timing reference signal 20. The book entitled,
“GPS: A Guide to the Next Utility” by Jeff Huron, Trimble
Navigation, Ltd., Sunnyvale, Calif., 1989, the contents of
which are incorporated herein by reference, clearly 1illus-
trates the overall operation of the GPS system.

The multi-channel antennas 42 are separated from each
other within the antenna assembly 16 by a known distance.
The output of each multi-channel antenna 42 1s fed, in
preferred form, to a pre-processor 18. Using an internal
reference clock 44, the pre-processor 18 performs signal
comparison 46, signal averaging 48 and then error correc-
tion 50 on the multi-channel signals 34 produced by each
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multi-channel antenna 42 within the assembly 16. This
results 1n a singular timing signal 34 from each multi-
channel antenna 42. The pre-processor 18 than performs
comparison 46, averaging 48 and error correction 50 on the
collection of signals from the multiple antennas 42 using the
known distance of separation between the multi-channel
antennas 42 within the assembly 16 to calculate an absolute
time. A control processor 52 manages the functions within
the pre-processor 18 and performs calculations. The output
of the pre-processor 18 1s an absolute timing reference 36,
which 1s fed to the amplifier 38 for transmission and

distribution as the absolute timing reference signal 20.

Referring now to FIGS. 4—6, the amplifier 38 transmits an
absolute timing reference signal 20 to a computer 24. In one
form of the mvention, an interface card 22 disposed within
the computer 24 receives the absolute timing reference
signal 20. Interaction between the interface card 22, the CPU
54, and the computer’s own internal master clock 56 creates
a synchronized environment that may or may not affect the
CPU 1tself, and may or may not affect the computer’s other
internal processes, such as the RAM 358, the I/O 60, the
storage 62, and the like. Synchronized data 64 created by the
synchronized environment within the computer 24 1s then
passed through a high-speed communication data translator
or transmitter such as a modem 26. The high-speed com-
munication translator/interface 26 may or may not, as
desired, be an integral part of the interface card 22 itself. The
data transmitter 26 1s then connected to other computers via

a local area network, a global communications network 66,
or the like.

In one form of the invention, the synchronization system
may be utilized to synchronize multiple computers 1n an
intranet 68, such as a LAN. In this embodiment, a receiver
assembly 1ncluding a multiple antenna assembly 16, a pre-
processor 18 and an amplifier 38 produces the single timing
reference signal 20. The reference signal 20 1s then distrib-
uted by an amplifier 70 among multiple computers 24, 24’
and 24" 1 the intranet 68 by way of respective interface
cards 22, 22" and 22". The synchronized data flow 72 and 74
between the multiple computers 24, 24' and 24" enable these
computers to mteract with each other in a highly synchro-
nized manner since each has its respective master clock 56
synchronized with the absolute timing reference signal 20.
In addition, the synchronized data flow 72 and 74 may or
may not then be translated by a high speed communication
device such as a modem 26 to link the networked computers
24, 24' and 24" to a global communications network 66.

Referring particularly now to FIGS. 7-10, the ability of
the present invention to synchronize interacting computers 1s
very powertul. In theory, every single computer on the
olobal Internet could be synchronized to every other com-
puter at the most basic computational level. FIG. 7 illustrates
data flow 1n a preemptive buffered data switching protocol
typical of the existing global Internet. In this arrangement, a
data switch or server 80 includes multiple data paths, for
example 82 and 84, which are rotated on a first come, first
served priority. As previously explained, data transmission 1s
unidirectional both within a computer as well as 1 inter-
computer communication. As the data 1s flowing along the
paths 82 and 84, late data requests are preempted 1n favor of
the current communication activity in paths 82 and 84. Thus,
the late requests, such as data packets 85, are held in
temporary buflers, by way of example 86 and 88, until a
window becomes available for transmission. As the data
travels through many different switches or servers 80
between destinations, the cumulative lateness from repeated
buffering results 1n slow and inconsistent data transfer
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through an intranet system or the global Internet, hereinafter
collectively known as “the net”.

Utilizing the timing synchronization system of the present
invention, every computer which 1s time synchronized via
the GPS system can be assigned a particular clock cycle for
communicating on the net, locally or globally. Information
requests and transmissions, then, can be rotated efficiently

thereby creating a continuous flow of data. In other words,
the data switch or server 90 (FIG. 8) receives the absolute
fiming reference signal 20 as previously described and
aligns 1tself in time with the global network. Packets or
immcrements 91 of data flow 92, 94, 96 and 98 are offset at the
source by the sending and receiving computer’s or server’s
own GPS system assigned clock cycle according to an
established protocol. Transmission paths 92—-98 can then be
allowed by the server 90 stmultaneously because the incom-
ing data packets 91 along each path 92-98 are timed to miss
cach other. The GPS system has enough timing resolution,
1.e. down to the nanosecond, to allow massive quantities of
data with very small offsets to pass through the server or data
switch 90 uninhibited. The net result 1s that any given
computer 24 1s able to read data from a remote server 90 or
remote computer 24' almost as if 1t were directly connected
with a hard wire. Virtually imstantaneous data transfer,
subject to the physical limits of the wire path in-between, 1s
possible, thereby functionally enabling the user of a com-
puter 24 to read and retrieve data from a remote source as if
it were stored 1n the RAM 38 of the computer 24 1itself.
Using a massively synchronized paradigm, data flow 1is
much faster and smoother, and modem speeds and transfer
rates are accelerated to the physical limits of the transmis-
sion medium. At the highest level, total synchronization
allows programs to be distributed over many computers for
massively parallel computation as described below.

Referring particularly, now, to FIGS. 9 and 10, the multi-
dimensional networking protocol referred to above 1s 1llus-
trated. Units of time, or time segments 100-112, are divided
into small divisions of predetermined length, 1.e. discrete
fime boundaries. The discrete time boundaries are divided
into 1individual zones 114-140. Each such zone 1s preferably
assigned a particular function or address. Moreover, each
time segment 1s allocated to a specific GPS clock cycle down
to the nanosecond. For example, a zone 114 1s assigned for
cducational use, while the zone 116 1s limited to hospaitals,
zone 118 for government, zone 124 for entertainment, and
the like. Additional zones can be allocated for specific types
of data such as digital audio, digital video, graphics and the
like. Because all time segments 100—112 are referenced by
GPS clock cycles any computer subscribing to the GPS
protocol can jump zones simply by changing the time offset
interval that 1t uses to access mformation. Like changing
television channels, a GPS-based computer user can change
fime zones to gain access to an exclusive use Internet. The
result of the present invention 1s greatly improved speed and
transfer rates for a greater number of specialized applica-
tions as well as virtually immediate access between remote
computers.

Implementing the timing synchronization system of the
present mvention at 1ts highest level, total synchronization
allows programs to be distributed over many computers and
servers for massively parallel computation. Such unity 1s
capable of unlimited computations bounded or limited only
by the number of computers online interacting together. FIG.
11 illustrates such a massively parallel-distributed compu-
tation steam. Utilizing the timing synchronization system of
the invention with the GPS global network as described
above, a massively parallel supercomputer can be stmulated.
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For example, a plurality of computers 24 are organized 1n a
first tier 150 at a specific time segment 100 1n the GPS clock
cycle. Likewise, a plurality of computers 24 are organized in
a second tier 152 at a next time cycle 101 and so on as
illustrated 1n FIG. 11. Program instructions are then distrib-
uted between a number of pre-designated host processors or
computers. Utilizing the GPS time base, the connected
computers 24 execute instructions or instruction sets, out-
putting and mputting data at predetermined intervals of the
GPS clock, 1.e. the organizational tiers 150, 152, 154, 156
and 158. The size of the virtual mainframe can vary, with
resources being dynamically allocated to match speciiic
neceds and tasks. If necessary, a very large number of
computers 24 can execute an entire program 1n only a few
GPS clock cycles as 1llustrated.

Referring now to FIGS. 12 and 13, the above concept can
be expanded 1nto yet a different direction. Instead of having
a plurality of computers linked 1n a direct, linear fashion for
parallel processing as illustrated i FIG. 11, a plurality of
computers can be organized as nodes 1n a neural network
utilizing the synchronization system of the present mnven-
tion. In FIG. 12, a plurality of computers 24 are arranged 1n
a plurality of layers 160, 162, 164, 168, 170 and 172. Each
computer 24 1n the node layer 160 1s arranged to interact
with each computer in an adjacent layer 162. Likewise, each
computer 24 in the node layer 162 1s arranged to interact
with each computer in the node layer 160 and the other
adjacent layer 164, and so forth. Each connected computer
24 has an 1nstruction set of mput and output conditions and
biases. Groups of computers 24 are organized into the node
layers 162—172 as opposed to organizational tiers as 1llus-
trated 1n FIG. 11. Moreover, the node layers can be three-
dimensional. Each computer 24 of each node layer 160172
1s time sequenced to the same GPS clock cycle, thereby
organizing each computer of the system 1llustrated m FIG.
12 1n the identical time synchronization system. The GPS
reference creates a continuous base for all normal activity 1n
this arrangement.

The neural network system 1illustrated in FIG. 13 takes
this step further in the form of a hierarchy of nodes.
Individual processing elements 1n the form of a plurality of
first or elementary nodes 180, 182, 184 and 186 are con-
nected to a plurality of second processing elements or nodes
188, 190 1n the form of local servers or collector notes.
These nodes are 1n turn connected to larger university
mainframes or mtermediate nodes 192, 194, which 1n turn
are connected to a plurality of yet larger mainframes,
Government or corporate output nodes 196, 198. Neural
network programming collates the outputs of each first,
second, third and forth layer of nodes until the final outcome,
or goal, 1s achieved, that 1s the last output node 198.

Referring to FIG. 14, the above neural network arrange-
ment 15 1llustrated with respect to the global or world net.
Starting with a single computer 24 at layer 1A, the computer
24 has 1ts master clock synchronized to the absolute time
reference signal 20 of the GPS satellite system 10. The
computer 24 1s then interconnected through an intranet
system to a plurality of computers in the first nodal layer 2A
which 1 turn are connected to the plurality of computers 1n
the second nodal layer 3A. These are then connected to the
plurality of computers in the third nodal layer 4A, and then
finally into the global Internet. The reverse of this 1s 1llus-
trated from the global Internet to the layer 4B, then the layer
3B, the layer 2B and finally the layer 1B in the form of a
single computer 24. All of the interacting computers 1llus-
trated in FIG. 14 are synchronized together since the master
clocks of all these computers are referenced to the same
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absolute time reference signal 20. Because of the common
reference signal between all the computers, each computer
1s 1dentified with a specific time address and allocated a
specific time segment based on that address, thereby allow-
ing the data from any one computer to immediately flow to
another remote computer due to the data sequencing as

clearly illustrated in FIGS. 7-10.

As a previously indicated, a key component to the syn-
chronization system of the present invention 1s the multiple
antenna assembly 16 having a plurality of multi-channel
antennas 42 which are adapted to receive and redirect the
broadcast signals from the GPS satellite network 10. FIGS.
15-23 illustrate a plurality of embodiments of the multiple
antenna assembly 16 useful with the synchronization system
of the present invention. A key to all of the antenna arrange-
ment embodiments 1llustrated herein is the fact that they are

all arranged to remain 1n a horizontal attitude to eliminate
one dimension of measurement. The book entitled, “GPS: A
Guide to the Next Utility”, the contents of which were
previously incorporated herein by reference, clearly illus-
trates the advantage of this. In this manner, since the antenna
systems utilized with the present invention are not intended
to measure global position but rather only receive the timing
signal, it 1s only necessary to receive the broadcast single
from two satellites of a global satellite system, although
more than two may be utilized.

Referring with particularity now to FIG. 15, an antenna
assembly 200 1s 1llustrated and includes a mounting arm 202
secured to a mounting bracket 204. The mounting bracket

204 includes a leveling motor 206 which 1s secured to a
power source. An output cable 208 1s provided for directing,
the output of the antenna 200 to a pre-processor 18. The
antenna assembly 200 preferably mncludes a pair of multi-
channel antenna receivers 210 and 212 mounted to each
distal end of the mounting arm 202. Each antenna receiver
210, 212 1s designed to receive the broadcast signals from a
plurality of GPS satellite sources. The mounting arm 202
includes a plurality of level sensing members 214 designed
to 1nsure that the mounting arm 202 remains 1n a substan-
tfially horizontal attitude. The signals received by each
receiver 210, 212 are correlated and then directed to the
pre-processor 18 1n accordance with known electronic and
computer programming systems and as described above.

Referring to FIGS. 16 and 17, a modification of the
antenna assembly as 1llustrated in FIG. 15 1s shown. In this
Instance, an antenna assembly 216 includes a mounting arm
218 removably secured to a pair of multi-channel antennas
210, 212 at each distal end thereof. The multi-channel
antennas 210, 212 are electronically secured to each other by
a cable 220. The mounting arm 218 can be removed so that
the assembly 216 can be collapsed as 1llustrated in FIG. 17.
The antenna assemblies 200 and 216 as illustrated 1n FIGS.

15-17 are single axis, two-dimensional antennas.

Referring now to FIG. 18, a dual axis, two-dimensional
antenna assembly 222 1s 1llustrated. In this arrangement, the
antenna assembly 222 includes four mounting arms 224,
226, 228 and 230 arranged substantially perpendicular to
cach other from a central attachment number or base 232.
The attachment base 232 mcludes a plurality of level sensing
members 234 to ensure that the assembly 222 remains 1n a
substantially horizontal attitude. The base 232 1s preferably
mounted to a gimbal 236 to insure the horizontal attitude.
The distal end of each mounting arm 224—230 includes a
multi-channel antenna receiver 238, 240, 242 and 244,
respectively, thereon. Again, each of the multi-channel
antenna receivers 238—-244 1s adapted to receive a plurality
of broadcast signals from a plurality of GPS satellites and to
collate and rebroadcast these signals to the pre-processor 18.
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Likewise, FIGS. 19-20 1llustrate an antenna assembly 250
similar to that illustrated 1n FIG. 18. In this instance, the
assembly 250 includes four mounting arms 252, 254, 256
and 258 secured to an automatic base assembly 260. The
mounting arms 252-258 are retractable 1nto the head 260 as
illustrated FIG. 20. Each distal end of the mounting arms
252-258 1ncludes a multi-channel antenna receiver 262,

264, 266 and 268, respectively. The antenna assembly 260

operates a manner similar to the antenna assembly to 222 to
FIG. 18.

FIGS. 21 and 22 disclose additional embodiments of the
antenna assembly of the present invention. The antenna
assembly 270 includes four mounting arms 272, 274, 276
and 278 substantially perpendicular to each other and
mounted to a gimbal base 280. The distal ends of the
mounting arms 272-278 include multi-channel antenna
receivers 282, 284, 286 and 288, respectively. It should be
noted that in this particular embodiment, the multi-channel
antenna receivers 282—288 preferably include gyroscopes
and are enclosed 1n an all weather, acrodynamic housing for
mobile applications. The antenna assembly 290 illustrated in
FIG. 22 1s similar to that of the assembly 270 of FIG. 21
except that the gimbal base 292 mcludes a flywheel hub 294
to help maintain the horizontal attitude of the assembly 290.

The remaining components of this embodiment remain the
same as 1n FIG. 21.

Finally, FIG. 23 1llustrates yet another embodiment of the
antenna assembly of the present invention. In this
embodiment, the antenna assembly 1s in the form of an
antenna ring 300 which 1s secured to a central hub 302 by a
plurality of arm supports 304, 306, 308 and 310. The
multi-channel antenna receivers are mounted within the
antenna ring 300, and the central hub 302 1s maintained 1n
position by a mounting base 312.

As can be seen from the above, the present mvention
provides a unique synchronized timing system which
enables a computer to be synchronized to the accuracy of an
atomic clock. This enables any computer to interact with any
other computer which 1s synchronized in the same system
virtually instantaneously regardless of the physical or geo-
oraphical location of the computers. Moreover, since each
computer has its own unique time address relative to all
other computers synchronized to the same protocol, each
computer has instant access to any other computer node 1n
the global Internet. Not only does this eliminate the terrible
time delays presently encountered when using the global
Internet, but it enables all computers to be utilized as part of
a massive parallel distributed computation system as well as
in a distributed neural network. Since the timing resolution
of computers 1 such a system are accurate to at least a
nanosecond, every single computer on the globe can be
synchronized to every other computer at the most basic
computation level. This enables the development of a mas-
sive parallel supercomputer or a virtual mainframe since
cach computer which 1s a part of this protocol can be utilized
together 1n a wide variety of manners.

The foregoing description and the illustrative embodi-
ments of the present invention have been described 1n detail
in varying modifications and alternate embodiments. It
should be understood, however, that the foregoing descrip-
tion of the present invention 1s exemplary only, and that the
scope of the present 1nvention 1s to be limited to the claims
as interpreted 1n view of the prior art. Moreover, the mnven-
tion 1llustratively disclosed herein suitably may be practiced
in the absence of any element which i1s not specifically
disclosed herein.
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What 1s claimed 1s:

1. A system for synchronizing the clock cycle of a
computer using output timing signals from a global satellite
system, said synchronizing system comprising:

means for receiving uncorrected output signals from at

least two satellites of the satellite system;

means for processing and correlating said uncorrected
satellite signals and outputting a single corrected abso-
lute time reference signal;

linking means for directing said reference signal to said
computer;

means disposed 1n each said computer for receiving said

absolute time reference signal; and

means for utilizing said absolute time reference signal as

an 1nternal reference master clock to create a discrete
clock cycle for said computer referenced to said single
absolute time reference signal.

2. The synchronization system as claimed in claim 1,
wherein said synchronization system further includes net-
work means for interconnecting a plurality of said synchro-
nized computers to synchronize the internal master clocks of
all said computers to said single absolute time reference
signal.

3. The synchronization system as claimed in claim 2,
wherein said plurality of computers comprise a first network
of computers, and wherein said synchronization system
includes a plurality of said networks of computers 1ntercon-
nected by data transmission means, all said computers of
said plurality of networks of computers being synchronized
to said absolute time reference signal.

4. The synchronization system as claimed in claim 1,
wherein each said computer 1s linked to a global commu-
nications system and synchronized with each other by said
absolute timing reference signal.

5. The synchronization system as claimed in claim 4,
wherein each said computer includes means for transmitting,
data to all other computers linked thereto 1n synchronized
form utilizing said absolute time reference signal.

6. The synchronization system as claimed in claim 3§,
wherein each said computer has 1ts own discrete clock cycle
referenced to said single absolute time reference signal.

7. The synchronization system as claimed in claim 1,
wherein said receiving means comprises a multiple antennae
assembly containing multi-channel antennae for receiving
said satellite signals.

8. The synchronization system as claimed in claim 7,
wherein each said multi-channel antennae i1ncludes means
for receiving a time reference signal from said multiple
satellite signals, said satellite system comprising the global
positioning satellite (GPS) system.

9. The synchronization system as claimed in claim 7,
wherein said processing means COmprises a pre-processor
assembly adapted to perform data comparison, averaging
and error correction to the signals produced by each multi-
channel antennae within said antennae assembly and to
output said absolute time reference signal, and amplifier
means for transmitting said absolute time reference signal to
said computers.

10. A synchronized timing system uftilizing a global
satellite system for linking a network of a plurality of
network interconnected computers with each other, said
system comprising;

receiver means for detecting out-of-phase signals from a

plurality of satellite sources of the satellite system
including means for processing and phase correlating
said signals to generate a single absolute time reference
signal therefrom;
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interface means disposed 1 each said computer for
receiving said reference signal;

means disposed in each said computer for adapting said
signal as the internal master clock reference for the
operating system of said computer; and

means interconnecting said computers 1n the network of
computers to synchronize the internal master clocks of
said computers to said absolute time reference signal to
create a plurality of network interconnected time syn-
chronized computers.

11. The system as claimed in claim 10, wherein said
recelver means comprises an antennae assembly containing
spaced multi-channel antennae for receiving out-of-phase
signals from a plurality of said satellite sources, said multi-
channel antennae being spaced a known distance from each
other, and wherein said processing means comprises a
processor assembly adapted to perform signal differential
correction between the signals detected at the spaced multi-
channel antennae within said antennae assembly and to
output said absolute time reference signal, and amplifier
means for transmitting said absolute time reference signal to
said mterface means of each computer.

12. The system as claimed i claim 10, wherein said
plurality of network interconnected computers comprises an
intranet of computers, and wherein said synchronizing inter-
connection means comprise local area network connection
members 1nterconnecting said interface means of said com-
puters with each other and with said receiver means.

13. The system as claimed in claim 10, wherein said
plurality of computers comprise a network of interconnected
time synchronized computers, and wherein each said com-
puter 1n said network has i1ts own discrete clock cycle
referenced to said absolute time reference signal.

14. The system as claimed i claim 13, wherein said
plurality of computers comprise a plurality of said networks
of computers in a distributed system linked together by a
oglobal communications system, each individual computer
including data transmission means timed by said clock cycle
to permit uninhibited non-buffered data access to any other
said linked computer.

15. The system as claimed 1n claim 14, wherein said
cglobal communication network comprises the global inter-
net.

16. A synchronized timing system utilizing a global
satellite system to link a plurality of network interconnected
computers with each other through a global communications
network, said system comprising:

receiver means for detecting out-of-phase signals from a
plurality of satellite sources of the satellite system
including means for processing and phase correlating
said signals to generate a single absolute time reference
signal therefrom;

interface means disposed 1 each said computer for
receiving said reference signal;

means disposed in each said computer for adapting said
signal as the internal master clock reference for the
operating system of said computer so that each said
computer has i1ts own discrete clock cycle referenced to
said absolute time reference signal;

means 1nterconnecting said computers 1n a network to
synchronize the internal master clocks of said network
interconnected computers to said absolute time refer-
ence signal; and

means Interconnecting said plurality of networks of com-
puters 1n a distributed system linked together by the
global communications network, each said individual



US 6,324,586 B1

13

computer including means timed by said clock cycle to
permit uninhibited non-buffered data access to any
other computer linked through said global communi-
cations network.

17. The synchronized timing system as claimed in claim
16, wherein a plurality of said networks of computers are
interconnected by a neural network.

18. The system as claimed m claim 16, wheremn said
receiver means comprises an antennae assembly containing
spaced multi-channel antennae for receiving out-of-phase
signals from a plurality of said satellite sources, said multi-
channel antennae being spaced a known distance from each
other, and wherein said processing means comprises a
processor assembly adapted to perform signal differential
correction between the signals detected at the spaced multi-
channel antennae within said antennae assembly and to
output said absolute time reference signal, and amplifier
means for transmitting said absolute time reference signal to
said mterface means of each computer.

19. The system as claimed in claim 16, wherein said
plurality of network interconnected computers comprises an
intranet of computers, and wherein said synchronizing inter-
connection means comprise local area network connection
members mterconnecting said interface means of said com-
puters with each other and with said receiver means.

20. A synchronization system for coordinating and syn-
chronizing data transfer between computers through a global
communications network, said timing system comprising;:

a common timing reference for generating a single abso-
lute time reference signal;

interface means disposed in each said computer for
receiving saild reference signal;

means disposed 1n each said computer for adapting said
signal as an internal master clock for the operating
system of said computer, each said computer having its
own discrete clock cycle referenced to said absolute
time reference signal and which comprises a time
segment representing a specific unit of time which 1s
assigned to a speciiic computer address; anc

means linking said computers to each other through a
global communications network and timed by said
computer clock cycles to synchronize the mnternal mas-
ter clocks of said computers to 1dentily said computer
by said speciiic computer address in the global com-
munications network to permit uninhibited non-
buffered data access between any said linked comput-
€IS.

21. The synchronized timing system as claimed 1n claim
20, wherein said common timing reference for generating a
single absolute time reference signal comprises a global
satellite system.

22. The synchronized timing system as claimed 1n claim
21, wherein said system further comprises means for detect-
ing uncorrected output signals from at least two satellites of
said satellite system; and means for processing and corre-
lating said uncorrected satellite signals to generate said
single absolute time reference signal.

23. A synchronized timing system for coordinating and
synchronizing data transfer between functionally-identified
computer subnetworks through a global communications
network, said timing system comprising:

a common timing reference for generating a single abso-

lute time reference signal;

interface means disposed 1n each said computer for
receiving sald reference signal;

means disposed 1n each said computer for adapting said
signal as an internal master clock for the operating
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system of said computer, each said computer having 1its
own discrete clock cycle referenced to said absolute
time reference signal which comprises a time segment
representing a specific unit of time within a speciiic
block of time which unit 1s assigned to a specific
computer address and which block of time 1s assigned
to a specilic function subnetwork; and

means linking said computers of each said subnetwork to
cach other through the global communications network
and timed by said computer clock cycles to synchronize
the mnternal master clocks of said computers to 1dentily
said computer within each said functional subnetwork
by said specific computer address 1in the global com-
munications network to permit uninhibited non-
buffered data access between any said linked computers
of a subnetwork.

24. The synchronized timing system as claimed 1n claim
23, wherein said common timing reference for generating a
single absolute time reference signal comprises a global
satellite system.

25. The synchronized timing system as claimed 1n claim
24, wherein said system further comprises means for detect-
ing uncorrected output signals from at least two satellites of
said satellite system; and means for processing and corre-
lating said uncorrected satellite signals to generate said
single absolute time reference signal.

26. A massive parallel processing system utilizing distrib-
uted interacting computers synchronized through a global
communications network utilizing a system for synchroniz-
ing the clock cycle of each computer using output timing
signals from a global satellite system, said processing sys-
tem comprising:

means for detecting output signals from at least two

satellite sources of the global satellite system;

means for processing and phase correlating said satellite
signals to generate a single absolute time reference
signal;

interface means disposed 1 each said computer for
receiving said reference signal;

means disposed in each said computer for adapting said
signal as an internal master clock for the operating
system of said computer, each said computer having its
own discrete clock cycle referenced to said absolute
time reference signal and comprising a time segment
representing a speciiic unit of time which 1s assigned to
a specific computer address;

means linking said computers to each other through the
global communications network and timed by said
computer clock cycles to synchronize the iternal mas-
ter clocks of said computers to 1dentily said computer
by said specific computer address 1in the global com-
munications network to permit uninhibited non-
buffered data access between any said linked comput-
ers; and

means for synchronizing and coordinating processing
tasks to segment and distribute them to said plurality of
synchronized computers to enhance the speed of said
system.
27. A neural network of distributed interacting computers
synchronized utilizing a common timing system, said neural
network comprising:

a common timing reference for generating a single abso-
lute time reference signal;

a plurality of interconnected first processing nodes each
containing a plurality of individual computers, each
said computer including interface means disposed for
receiving said reference signal;
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a plurality of interconnected second processing nodes
cach containing a plurality of individual computer
servers, each said computer server including interface
means disposed for receiving said reference signal;

a plurality of interconnected third processing nodes each
containing a plurality of individual computer servers,
cach said computer server including interface means
disposed for receiving said reference signal; and

a neural network interconnecting said first, second and
third nodes adapted to synchronize said nodes to said
absolute time reference signal.

28. The synchronized timing system as claimed 1n claim
27, wherein said common timing reference for generating a
single absolute time reference signal comprises a global
satellite system.

29. The synchronized timing system as claimed 1n claim
28, wherein said system further comprises means for detect-
ing uncorrected output signals from at least two satellites of
said satellite system; and means for processing and corre-
lating said uncorrected satellite signals to generate said
single absolute time reference signal.

30. The neural network as claimed 1n claim 27, wherein
said neural network further includes means disposed 1n each
said computer and computer server for adapting said signal
as an 1nternal master clock reference for the operating
system of said computer and server, each having its own
discrete clock cycle referenced to said absolute time refer-
ence signal.

31. The neural network as claimed 1n claim 30, wherein
cach said computer and computer server includes data
fransmission means linking said computers and servers to
cach other through the global communications network and
timed by said computer clock cycles to synchronize the
internal master clocks of said computers and servers and to
permit uninhibited non-buffered data access between any
sald linked computers and servers in the neural network.

32. The neural network as claimed 1n claim 31, wherein
cach said computer clock cycle comprises a time segment
representing a specific unit of time which 1s assigned to a
specific computer address to 1dentily said computer or server
in the global communications network to permit uninhibited
non-buifered data access between any said linked computers
and servers.

33. The neural network as claimed 1n claim 32, wherein
said speciic unit of time comprises no greater than a
nanosecond.

34. An antennae assembly for synchronizing a plurality of
interactive computers using differential signals from a plu-
rality of satellite sources of a global satellite system, said
antennae assembly comprising:

mounting means including at least one mounting arm of
specified known length;

an antennae receiver member disposed at each end of said
mounting arm, each said receiver member being
adapted to detect the differential signals from a plural-
ity of said satellite sources;

means for maintaining the horizontal alignment of said
mounting member 1n one plane; and

means for processing and phase correlating said signals
based on the known length of said mounting member to
generate a single absolute time reference signal there-
from.
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35. The antennae assembly as claimed in claim 34,
wherein said mounting means comprises a pair of mounting
arms aligned substantially perpendicular to each other in the
same plane.

36. The antennae assembly as claimed in
wherein said mounting arms are mounted on
maintain the attitude thereof.

37. The antennae assembly as claimed in
wherein said mounting arms are retractable.

38. The antennae assembly as claimed i1n claim 34,
wherein the specific unit of time for said single absolute time
reference signal comprises no greater than a nanosecond.

39. Amethod of time synchronizing a plurality of network
linked computers with each other utilizing a global satellite
system, said method comprising:

claim 385,
a gyro to

claim 385,

receiving and detecting out-of-phase signals from a plu-
rality of satellite sources of the global satellite system;

processing and phase correlating said signals to generate
a single absolute time reference signal therefrom;

directing said reference signal to the interface of each said
computer;

adapting said signal within each said computer as the
internal master clock reference for the operating system
of said computer; and

interconnecting said computers in the network of com-
puters to synchronize the internal master clocks of said
computers to said absolute time reference signal to
create a plurality of network interconnected time syn-
chronized computers.

40. The method as claimed 1n claim 39, wherein said
plurality of network linked computers comprises an intranet
of computers, and wherein said computers are intercon-
nected to synchronize the internal master clocks of said
computers by local area network connection members inter-
connecting the interfaces of said computers with each other
and with the means for receiving and detecting out-of-phase
signals.

41. The method as claimed 1n claim 39, wherein said
plurality of computers comprise a plurality of said networks
of computers 1n a distributed system linked together by a
oglobal communications system, and wherein each said com-
puter 1n each said network has its own discrete clock cycle
referenced to said absolute time reference signal, each
individual computer including data transmission means
timed by said clock cycle to permit uninhibited non-butfered
data access to any other said linked computer.

42. The method as claimed 1n claim 41, wherein the
discrete clock cycle referenced to said absolute time refer-
ence signal of each said computer 1s selected to be a time
segment representing a specific unit of time within a speciiic
block of time which unit 1s assigned to a specific computer
address and which block of time 1s assigned to a specific

function subnetwork within said linked network of comput-
erS.
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